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S Supplementary Material

Here, we prove the central results of this paper in detail. In the first section,
we show that the maximal FI for quasi-monochromatic waves of frequency w
measured by photodetectors in the far field can be described by a FI flux. By
incorporating this flux into a continuity equation, we are able to identify FI
sources, before we consider how absorption reduces the FI.

Next we consider in section S.3 how our algorithm on the FI sources can
be used to explain the shape of the FI radiation patterns.

In section S.4 we make use of an adaptation of the FI operator to steer
the flow of Fisher information in such a way that the information is effectively
hidden from a potential eavesdropper.

Finally, in section S.5 and S.7 we highlight that the FI density can be viewed
as the local information content of the wave by considering a weak detector in
the near field and by showing that the total FI content in the photons is given
by the integrated FI density in areas not in close proximity to the targets.

S.1 Fisher information of a photodetector in the far field

We start out by showing that the FI flux for quasi-monochromatic waves is an
upper bound for the Fisher information that enters a detector in the far field.
The detector measures the photon flux that hits the detector surface A with
the mean photon flux [1]

Ba(t) = () ! /A (S7),.(t) - dn, (1)

where n is the normal vector, which points in outgoing normal direction and
the averaged Poynting vector

t+T/2

(%), () =T"" / E(t) x H(f) dt. (2)

t—T/2
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We assume that shot noise is the main source of noise; thus, the signal X is
Poisson distributed with mean T'® 4(t), i.e.

X(t) ~ P(T®a(t)), 3)

for a photodetector measuring during the time interval [t — T/2,t + T/2]. For
this noise model, the FI on a parameter 6 at a single detector is given by

(TOp®4)?

F(0) = T,

(4)
This can be rewritten to

t—T/2

t+T/2 -
hw [4007 [A(B x H) - dn.di

[ [ (O9E x H + E x 9H) - dn di)?

F(0) = ( (5)

If we place the detector outside the scattering region, we can assume
that only outgoing plane waves impinge on the detector in outgoing normal
direction n. This gives us

t+T/2 )
/ /(ExH)-dndtZO (6)
t—1/2 Ja

for all (E, H).
Following a similar approach as in [2, Appendix A], we define a positive
definite symmetric form (-,-) for two solutions (E;, H;) for i = 1,2 such that

t+T/2

(B2, HL), (B, HL)) = o /tm

/(El ><H2+E2><H1)~dndf, (7)
A

where the positive definiteness follows from eq. (6). Note that inserting the
same state on both sides ((E, H), (E, H)) results in the average photon flow
of (E, H) through the detector surface. For these forms, the Cauchy Schwartz
inequality holds, which provides us with

((Ev, Hy), (Ey, Hy)) (B2, Hy), (Ea, Hy)) > [(Ey, Hy), (B2, H))? . (8)

Equality in relation (8) is satisfied for E; = AEy, H; = AH5 with a real scalar
A

Finally, we note that in areas of free space, the derivatives of the fields,
0pE and 09 H, also follow Maxwell’s equations. Thus, by setting (E;, Hy) =
(E,H), (E2,Hy) = (0pE,09H) and inserting eq. (8) in the FI expression
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(eq. (5)), we gain an upper bound for the FI,

t+T/2

F(0) < ()" /

/ (0gE x OgH) - dn dt. (9)
-T/2 JA

Due to the additivity of independent detectors with surfaces A;, this can be
extended to

o) <)Y |

—T/2

t+T/2 .
/ (00 E x g H) - dn di. (10)
A;

For multiple detectors, equality is achieved if the perturbation field components
are proportional to the respective original fields at each detector surface, i.e.,
WE = NE, OgH = \;H for all A; with scalars \;. This condition can be met
if we interfere the signal with a strong reference beam matching dy E at each
detector (see Sec. S.1.1 for a detailed consideration of ways how to implement
this condition). Henceforth, we refer to the term

t+T/2 o
SFI(r, 1) = A(hwT)~! / (O E x 0y H)(r, 1) di (11)

t—T/2

as the FI flux. As we are considering quasi-monochromatic waves, the fre-
quency band of the wave is narrow around a frequency w and can be written
as

E(r,t) = Re[E,(r,t)e ], (12)
where E,, corresponds to an envelope that varies slowly in time ¢. If we con-
sider a detector with a measurement time 7" that is large compared to w™! but
small compared to variations in the envelope, then the highly oscillating con-
tributions are averaged out and the propagation of FI is given by its envelope.
This allows us to approximate the FI flux by

SF(r,t) ~ 2(hw) ' Re(Gp EZ x OgH,,)(7,t). (13)

S.1.1 Optimal measurement

In the present analysis, we derived the FI flux assuming a measurement scheme
based on photodetectors located in the far field. In order for the photodetec-
tors to reach the limit laid out by the FI flux, the information-carrying part
of the wave, Jyp E,,, needs to match the rest of the outgoing field, E,,. Follow-
ing the previously proposed measurement scheme [3], this can be achieved by
interfering E,, with a strong reference field that is proportional to JyE,, at
each detector surface. Here, we propose ways to implement this requirement
with an experimental design based on an array of photodetectors. In this con-
text, it is noteworthy that the FI flux leaving the system not only sets an
upper bound on the FI that can be extracted by photodetectors, but on the
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FI that can be obtained through any detection scheme of coherent electromag-
netic waves under general approximations (see Supplementary Material S.7 for
more details).

We take a reference field where the components match the perturbed fields
0pE, 0p H up to a multiplicative scalar, i.e., OgE = \;E,0g H = \; H. The real
constant \; is unique for each detector surface A; over a measurement time 7.
More specifically, this implies that the reference field and the perturbed field
are matched in space, phase, polarization as well as time, at each detector
surface A; and time period T. While these conditions seem very restrictive,
we can propose ways to enforce them in practice. In order to fulfill space
matching, we can place the detectors far enough away from the scattering
region so that the outgoing waves can be approximated as plane waves. If we
match the incident angle of the perturbed and reference field on the detector
surface, this results in a spatial pattern that is equal between the fields. The
phase, on the other hand, can either be matched by hand or by taking a
random phase for the reference field, in which case the average FI degrades
by a factor of 1/2. By measuring the photons at the photodetectors for two
different polarizations independently (e.g., using a polarizing beam splitter),
we have a FI that is independent for each polarization allowing us to match
the field for each polarization independently. Finally, the quasi-monochromatic
field 99 E has a very slowly varying envelope (compared to the measurement
time T'); we thus only require a phase-matched monochromatic reference beam
at frequency w for each measurement duration T', which is required to be short
compared to the time scale of the envelope function.

S.2 Propagation of information

In this section we show that the Fisher information flux (11) follows a
continuity equation while propagating through the system.

We start out by considering solutions E, H to Maxwell’s equations with
corresponding charges p and currents j, which depend on a parameter 6. Due
to linearity, the fields Oy F, 0y H solve Maxwell’s equations for the charges dgp
and currents Jgpj. The averaged Poynting vector of these fields is proportional
to the FI flux, which means that its propagation is described by the averaged
Poynting theorem

V- ST 4 dyupyy = —4(hw) (00 E - 00F) -, (14)
where ufy = 2(hw) " {eo(9E)? + pg ' (0pB >T corresponds to the FI den-
sity, where the averages are defined as follows: (f),(t) =T~ :jg //22 f(t)dt.

S.2.1 Linear macroscopic medium

When a wave enters a linear medium, part of the FI gets deposited in the
magnetization and polarization. However, if no losses are present, then this
information is extracted when it leaves the medium and returns to free space.
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Thus, it is convenient to include these parts in the (total) FI density,
ut = 2(hw) O E - €0pE + OpH - ppH) (15)

where the medium is characterized by the static permittivity and permeability
tensors, € and p, respectively, with constitutive relations D = eFE and B =
pH. With this, we can rewrite the conservation of information in analogy to
the conservation of energy as expressed by the Poynting theorem,

V- SH 4 0t = (—0pE - §é5 — 0 H - §2) - (16)

From this expression we can read off that FI is generated by effective electric
and magnetic currents:

3 =4(hw) "' [(0s€) O, E + Dojy),

: 1 (17)
Jeit =4(hw) ™" [(Opp)0: H],

with the current of the free charges given by j¢. These effective currents are
exclusively located in those areas, where matter changes with the parameter
0, with the interesting consequence that FI is conserved in all other areas of
space.

S.2.2 Quasi-monochromatic waves and losses

Here, we consider systems with no free currents and an absorptive linear
medium with complex scalars €, u so that D, = eE,. Associated to the FI
flux given in eq. (13) we have a FI density

ut (7, 1) = (hw) ™' (|0p Eu|* Rele] + [0 Ho|* Re[u]) (r, t). (18)
and the FI sources
o = 2h Y Im(OpE - E,0g€) +Im(0pHY - H,,0pp)]. (19)
Finally, the absorption of energy contributes an additional term, namely
o™ = 2h7 |0 E,,|> Tm(e) 4 |0p Hl,|* Tm(p)]. (20)

S.2.3 Scattering Matrix

Here, we connect the derivation of the FI in Supplementary Material S.1 and
S.2 with the proof given in the main text. We consider monochromatic waves
and place a photodetector in the far field of the system with the normal direc-
tion n of the detector surface pointing away from the system. This guarantees
that the electromagnetic field components are orthogonal to n. Then (-, -)
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(given in eq. (7)) turns into an inner product allowing us to construct an
orthonormal basis (E;, H;) for these states [2, Appendix A]

E = ZC?EZ' (21)

with coefficients c¢Z. If we consider an incident state with coefficients ¢ in
an arbitrary basis, the scattering matrix S connects the coefficients of the
incoming and the outgoing energy flux, which arrives at the detector in the
far field, ¢? = Sc™. In order to find the averaged FI flow we make use of the
Hermitian form

EZ/ Re(E! x H,)-dn; =T ' (E,H),(E,H)) = c"8TSc™, (22)
24~ 4,

where the left side is the energy flow into the detector for the complex ampli-
tudes E,,, H,. We want to emphasize here that this relation only depends on
the fields (E, H) in the vicinity of the detector surfaces. Thus, by letting the
system medium depend on 6, the waves entering the detector are still locally
solutions to Maxwell’s equations. Thus, if the incident state does not change
with 6, we see that

1 . R
221:/& Re(OpE, x 0pH,,) -dn; =T (0g(E, H),0y(E, H)) -

:CinTaQST(%SCin.

S.3 FI radiation patterns
S.3.1 FI radiation of a cube

In this section we consider a weakly scattering (e = 1.001eg) cuboid with side
lengths L., L,, L. as depicted in Fig. S1 a for L = L, = L,. Our objective
is to estimate the FI radiation pattern corresponding to the position of this
cuboid along the z axis, which is the direction of propagation of the incident
light field E,, o(r) = Egexp(ikz), with the field being linearly polarized in y-
direction. Our scheme allows us to identify the sources of FI located at the
front and back side of the cuboid. Using the free space dyadic Green’s function
G,,, we can approximate

B (r) / Gl 7) (3l (") At (24)
and similarly

(géit)e(r") m —4ih™ By o (") Dpe(r"). (25)
In the far field |r| > |r’| the Green’s function simplifies in the lowest order to

Go(r, ") = Gy (r,0)e "+ (26)
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where 7 is the unit vector pointing in the direction of r. Finally we can
also approximate the following Poynting like vector associated to the Green’s
function in the far field

% Im((Gy(r,0)Ep)* x (V x (G (r,0)Ep)) =~ % (475”)2

[1— 7)) Eol?, (27)

which corresponds to the radiation pattern of a short dipole antenna. Using
these approximations, it is easy to show that the far-field FI radiation pattern
is given by

sin ( o )s 2 nyL ) sinc? (k(l_;iZ)Lz), 0 = Tecat,

) o 1 = 75§ sine? (B2 sin? (555 sin? (M1l )=
sinc ( m =) sinc? ( Ly)sin (k(l_;zw ), 0= zscat-
(28)

The sinc(z) = sin(z)/z functions result from the interference of the sources
within each side of the scatterer, respectively. On the other hand, the sin term
is due to the interference of the two sources with each other. Finally, the term
[1-— fg} corresponds to the scattering limitations due to the polarization of the
incident field in accordance with the dyadic Green’s function (The dipoles of
the effective currents oscillate parallel to the incident field, which suppresses
dipole radiation in the polarisation direction).

We will now use this formula to explain the FI radiation patterns of cuboid
particles, which will give us an understanding on some of the main features
to expect for the FI radiation pattern of more general particle shapes such
as spheres. We start out by considering the displacement of a cuboid (L =
L, = L,) along the x direction (see Fig. Sla). In this case, the sinc®(k+,L/2)
function guarantees that the intensity is focused along directions # on the
x-z plane (i.e. #, =~ 0). Similarly, the interference of the sources along the
z axis results in the term sinc?(k(1 — #,)L./2), which guarantees that 7, ~
1. However, no radiation occurs in the exact forward direction 7 = e, due
to the factor sin?(k#,L/2) becoming zero in that case. Furthermore, due to
7, ~ /1 —72 ~ 1 —£2/2, we can see that 7, is changing only slowly for
small 7,. Therefore, the main variations of the radiation patterns (given by
sin?(k7,L./2)) are caused by the interference of the sources located at the
left and right side of the cube, creating a radiation pattern similar to a double
slit experiment. However, while for the double slit experiment the number of
visible peaks is limited by the width of the double slit, in our case we are
limited by the interference of the sources along the z direction as can be seen in
the right panels of Fig. Sla. As we decrease the length L, of the cuboid along
the z direction, the remaining sources along the z direction are more closely
aligned. This reduces the destructive interference of the radiated information,
especially along steeper angles (i.e. |, /7| > 1), so that more peaks become
visible.
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L,=L/4
y

L,=11.4/4\  L,=13/4A L,=16/4A

\\4\

Fig. S1 FI radiation pattern of a weakly scattering cuboid. a, (Left panel) Sketch of
a cuboid dielectric (side length L along z,y direction, L. along z direction, refractive index
n = 1.001) illuminated by a plane wave moving along the z axis (wavelength A = R/0.7).
With the parameter of interest being the target’s position along the z direction, the FI
sources are located at the two corresponding sides (green for negative dyge; purple for positive
Op€). The symmetry plane in blue results in the suppression of the FI radiation patterns along
the plane’s tangential directions (see Sec. S.3.4). (Right panels) We vary the length L, of the
cuboid along the z direction. By reducing the length L, the remaining sources located along
the z direction are more closely aligned in phase, which reduces their destructive interference,
thus making more lobes in the FI radiation pattern visible. b, (Left panel) A cuboid with
the parameter of interest being the cuboid’s position in z direction. (Right panels) We vary
the length of the cuboid along the z direction. Starting from L, = L ~ 11.4/4)\, we can
see that the main peak of the radiation pattern increases compared to the smaller peaks
(see insets with black contour lines being included for better visualization), up to the point
where the dimensions are such that the sources positively interfere for back-reflected waves
(L> = 13/4X). On the other hand, we can choose the length L, such that the back-reflected
information destructively interferes, making only the secondary peaks visible (L, = 16/4)\).

On the other hand, if we instead consider the case of 6 = z..t as depicted
in Fig. S1b, then the two sources behave similarly to two rectangular aperture
antennas [4]. The interference pattern given by sinc?(k#,L/2) sinc®(k+,L/2)
is induced by the interference of the sources along the x and y direction.
The phase differences of the sources along the z direction result in the term
sin?(k(1 — #,)L./2) suppressing forward scattering. Similar to before, we can

see that 7, = /1 — 72 — 72 ~ 1 — (#2 4 2) /2, showing that 7, only changes

slowly with perturbations of #,,#,. Thus, the oscillations of sin®(k(1—#,)L,/2)
are only visible in the side peaks of the sinc? functions. In the right panels
of Fig. S1b we consider this more closely by varying the length of the cuboid
along the z direction. For L, = L ~ 11.4/4) we can see that the information is
almost exclusively radiated in backwards direction. The other peaks (see inset)
are strongly suppressed due to the secondary peaks of the sinc? functions being
comparatively low in amplitude. This is even more pronounced if we choose
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n=1.01 n=1.2 n=14

Fig. S2 FI radiation patterns and refractive index. We consider the FI radiation
patterns in a for a cube (side length L = A\/0.35) and in b for a sphere (diameter D = A/0.35)
illuminated by an incident Gaussian beam (NA = 0.1, wavelength \) for different scatterer
refractive indices (see values of n indicated on the top). The parameter of interest is the
position of the scatterers along the z axis.

the length L, = 13/4\ (i.e. kL, = lmr 4+ 7/2; | = 6 chosen for higher numerical
stability), such that the back-reflected information constructively interferes.
By comparing the insets, we see that the ratio of the secondary peaks compared
to the main peak is considerably smaller for L, = 13/4\ than for L, = L.
On the contrary, for L, = 16/4\ (i.e. kL, = 8w) we get perfect destructive
interference of the FI radiation in the backward direction, such that the main
peak of the sinc? functions is suppressed, making the secondary peaks clearly
visible.

Finally, it should be noted that for both the double slit and the rectan-
gular aperture, the radiation pattern of energy flux is commonly calculated
by the introduction of effective electric and magnetic currents [4] located at
the apertures. This can be directly compared to our result where we describe
the radiation of FI using only effective electric currents located at the sides of
the cube. The absence of the magnetic current enters Eq. (28) in the prefac-
tor [1 — #7], which suppresses the field along the polarization direction of the
electric field compared to the prefactor [1 + #,]? for scattering at an aperture,
which suppresses the back-reflection of the field.

S.3.2 FI radiation patterns and refractive index

In order to get an understanding on how the refractive index influences the FI
radiation patterns, we first consider a cube with side length L = X/0.35 given
in Fig. S2a. For the case of a near free space dielectric constant (refractive
index n = 1.001), the information is primarily radiated in forward direction.
While the radiation in direct transmission is suppressed due to the destructive
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interference of the sources on the sides, the destructive interference of the
sources along the z direction suppresses peaks with larger angles (i.e. |7, /7.| >
1). Increasing the refractive index (n = 1.2), we observe a reduction of the
destructive interference so that more peaks become visible. Furthermore, the
increased refraction and phase accumulation of the light while traversing the
scatterer decreases the angular separation of the lobes and effectively moves
the peaks closer to the z axis. Increasing the refractive index further ton = 1.4
shows that the first forward peaks move even closer to the z axis and are
strongly suppressed (see inset).

We now shift our focus to a spherical particle with diameter D = \/0.35.
The corresponding radiation patterns are shown in Fig. S2b. For a dielectric
constant close to that of vacuum (refractive index n = 1.001), the information
is almost exclusively radiated along two forward lobes. This is consistent with
the observation that the sources of the sphere can be viewed as a sequence
of bent double slits. The average distance between the slits is reduced com-
pared to the case of the cube, which broadens the peaks moving the secondary
lobes to the sides and effectively decreasing them in size. When increasing the
refractive index, we can see that again the destructive interference is reduced,
revealing secondary lobes. Finally, similar to the cube, the forward lobes move
towards the z axis and the first pair of forward lobes are strongly suppressed
(see inset).

S.3.3 Information radiation in forward scattering direction

Here, we consider arbitrarily shaped scatterers, for which we want to estimate
the overall center of mass position r. The scattering matrix S connects the
amplitudes ¢™ of the incident plane waves centered at an arbitrary location rg

with k-vectors k™™ with the amplitudes of the outgoing plane waves c°® also
centered at ry with k° by
Cgé:ﬂlt = Skout’kin Cikn;r.. (29)

If we consider the case where we want to estimate a particle’s position along a
given direction Ar, in free space parameterized by €, then instead of shifting
the center of mass of the particle r, we can equivalently shift the incoming
plane waves in the opposite direction. For the coefficients this results in the
relation

it exp (—10K" - Ar) = Spout o (0) i exp(—ik™ - Ar6),  (30)

and gives us direct insight on how the scattering matrix changes with the
parameter 6:

Skout’kin (9) = Skout_’kin (0) exp(i(km — k:OUt) . AT@). (31)
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rotation
axis

Fig. S3 Symmetries and FI radiation patterns. a, Two particles located along the
z axis illuminated by a plane wave (red curve), with the center of mass motion along the
x direction as the parameter of interest. The reflection anti-symmetry of the FI sources
with respect to the blue plane results in no information being radiated along the tangential
directions. b, Rotation of a dumbbell shaped particle around the propagation axis of the
incident field. In ¢ and d we look at two particles illuminated by a standing wave (red-yellow
surface). If the particles are situated at anti-nodes with the same phase (c) or a 7 phase
shift (d), then the information radiation on their center of mass motion (c¢) or their relative
motion along the direction of the standing wave (d), respectively, is suppressed along the
symmetry plane (blue surface).

Correspondingly, we arrive at the following relation for the radiation pattern
of the system for plane wave illumination:

4|a@Skout,kin|2 90 = 4|(k§0ut - kin) . AT|2|Skout’kin|2, (32)
which describes the FI that propagates in the direction of k¢, when the target
is illuminated with a plane wave with wave vector kj,. An important conse-
quence of this relation is that there will never be any information scattered in
the direct forward direction for plane wave illumination. Similarly, if k°ut, kin
lie in the plane orthogonal to Ar, then we have |(k°" — k') - Ar|? = 0. This
implies that no information is radiated towards k°“*. These insights are appli-
cable to very general particle shapes and thus could prove to be an important
tool for deciding where to place detectors to optimally collect the information
in corresponding experiments.

11
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S.3.4 FI radiation limited by system symmetries

Using the symmetries of the system makes it possible to find constraints on the
radiation of FI due to destructive interference along spherical angles lying on
the corresponding symmetry plane. To see this, we consider a dielectric particle
with the FI getting induced by the effective electric current (see eq. (17))

(9ém)w (1) o< By (1) Dge(r). (33)

In general, if the incident field and the dielectric are both reflection symmetric
with respect to a given plane (see Fig. 3b) then the field E,(r) preserves
this symmetry. This means that if Oge is anti-symmetric with respect to the
same plane, then so is (jSz). and thus JgE,. Consequently, no FI can be
radiated along the tangential components of the plane (see Fig. 3b). This even
holds for a multi-particle system such as two particles located along the z
axis that are being illuminated by a plane wave (see Fig. S3a). In this case,
the radiated information on the center of mass motion of the two-particle
system is suppressed along the indicated symmetry plane (blue plane), showing
that no information on this motion is present in the back-reflection and the
forward scattering direction (see Eq. (32)). Another noteworthy case is that
of rotational degrees of freedom as shown in Fig. S3b. Here, a “dumbbell”’-
shaped particle, constructed by connecting two spheres, is rotating around the
axis of propagation of the light field. In this case, two symmetry planes are
present, which suppress the outgoing FI along these directions.

Finally, we consider the case of two particles located inside of a standing
wave (see Fig. S3c,d). When the particles are located on two anti-nodes with
the same phase of the standing wave, then this wave is symmetric with respect
to the indicated plane in blue. This results in the information of the center of
mass motion in the direction of the standing wave being suppressed along the
plane’s tangents. On the other hand, for particles situated at the anti-nodes
with a 7 phase difference, the standing wave is anti-symmetric with respect
to the depicted plane. Thus, the relative motion of the particles is suppressed
instead. This highlights the importance of the placement of particles in relation
to each other inside of multi-particle trapping fields.

S.4 Hiding information from an eavesdropper

Here, we show that despite the structural similarity between the Poynting
theorem and the FI continuity equation, it would be misleading to assume that
the flow of energy and the flow of information exhibit analogous behavior for
any given wave field. We exploit this to simulate a system in which electromag-
netic energy is transmitted with high efficiency, while the Fisher information
is back-reflected to the source of the probing wave, effectively hiding it from a
potential eavesdropper in transmission direction. For this purpose, we open up
the left side of the waveguide shown in Fig. 2 and add 25 circular scatterers to
the left of the target in our simulations. (For the full geometry see Sec. S.4.1.)
Previously, we made use of the FI operator F' to identify the incident state
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Fig. S4 Comparison of Fisher information and energy flow. Simulated Poynting
vector field (red arrows in a), and Fisher information flux (blue arrows in b) around the target
scatterer (refractive index n = 1.44) at f = 11.8 GHz, when injecting an incident state that
maximizes the Fisher information ratio between the transmission and reflection channels.
With the estimation parameter 6 of interest being here the target scatterer’s refractive index,
the FI sources are located in its entire area (purple square in b). Both the target scatterer
and the disorder (orange circles) have a refractive index of n = 1.44. We observe that while
almost all (96.3%) of the wave’s energy is transmitted to the left (see a), almost all (98.4%)
of the Fisher information is flowing to the opposite direction (to the right, see b).

that transmits the highest FI to the far field. By taking the FI matrices F7p,
and Fg, corresponding to the FI available at the left and right waveguide lead,
respectively, we construct the following operator, F™' = (Fgr+ Fr)~'Fy, . This
“relative FI operator” allows us to identify the state that maximizes the ratio
between the information received at the right and the left lead (see Sec. S.4.2
for further details).

In Fig. S4a, we show the eigenstate of this operator that corresponds to
the maximal eigenvalue. The corresponding state features a Poynting vector
field (red arrows), which can be seen to follow a pattern of strong transmission
from right to left along the top of the waveguide. On the contrary, Fig. S4b
shows that the FI flux is flowing to the right side of the waveguide and thus
in the opposite direction to the dominant flow of energy in this system. This
not only highlights that the FI flux and the Poynting vector represent distinct
concepts, but also that we can collect information about a parameter at a
detector (located in the right lead), with very little loss of information to a
potential eavesdropper (assumed here to be located in the left lead).

S.4.1 Numerics of 2D waveguide simulations

As described in Methods Sec. M.1.2; only the lowest transverse mode is open
between the top and the bottom plate of the experimental setup in the con-
sidered frequency range. Therefore, the z-component of the electric field does
not depend on the z-coordinate, and we obtain it numerically by solving the
2D Helmholtz equation

(& +nP(z,y)k5) Y(z,y) =0, (34)

using the finite-element library NGSolve [5]. In Eq. (34), A denotes the
Laplace operator, n(z,y) the position-dependent refractive index, kg = 27” the

vacuum wavenumber, and ¥ (x,y) the z-component of the electric field. We

13
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Fig. S5 Simulated 2D geometry with two open leads: While the system is subject
to Dirichlet boundary conditions at the top and the bottom side, it is infinitely long in z-
direction. We hide a square Teflon target within a complex scattering layer of 60 circular
Teflon scatterers and probe the system by injecting microwaves from the right side.

apply Dirichlet boundary conditions at the waveguide plates, and use perfectly
matched layers to implement an infinitely extended system in z-direction. To
account for the experimental losses due to the skin effect, we add an imaginary
part of 1072 i to the refractive index of the entire system.

We apply this framework to simulate a waveguide with two open leads
in Fig. S4. While we use the 2D projection of the experimental scattering
geometry on the right side of the target, we place 35 additional Teflon scatterers
on its left, see Fig. S5. We choose 2 cm for the side length of the square target
and 2.55 mm for the radius of the circular scatterers in the disorder. Note that,
unlike in the experiment, Teflon is used as the material of the target.

S.4.2 The relative FI operator

To motivate and derive the aforementioned relative Fisher information oper-
ator, we consider the scenario where we gather information about the system
through a receiver while trying to avoid that this information ends up at a
potential eavesdropper. More specifically, we want to find an incident field
for which the ratio of the FI rates Jr/Jg is maximized, where Jg, Jg are
the rates of FI of the receiver and eavesdropper, respectively. This problem is
equivalent to maximizing the relative FI of the receiver lead Jr/(Jg + Jr),
which is numerically more stable and therefore our method of choice. To
show the equivalence, we define Jr/Jr = B > 0 and with this rewrite
JIr/(Te+ITr) = B/(1+8) = f(B), where f() is monotonically increasing for
B > 0, guaranteeing that the two expressions are maximized simultaneously.
We start out by splitting the space of outgoing waves into two orthogonal sub-
spaces of dimensions Mp (at the receiver end) and Mg (at the eavesdropper’s
end). We use the scattering matrices Sg, Sg, which describe the scattering of
the incident wave into the outgoing waves at the receiver and eavesdropper’s
end to define the FI operators Fr, Fr on these subspaces, respectively [3]. We
can reformulate the problem to

[cin]TFRcin
- - 35
H;%X [cln]T(FR + FE)cm’ ( )

where the vector ¢™ indicates the incident wave. Due to the matrices being
Hermitian and positive definite, we can use the matrices in the denominator
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to define an inner product (c,d) = ¢!(Fgr + Fg)d on the incident states. We
rewrite the optimization problem eq. (35) to

cim7 Fr+ F —1F Cin
max (e, (Fr - E) ne) . (36)
cin <Cln7 c1n>

The operator (Fr + Fg) 1 Fg is self-adjoint with respect to this inner prod-
uct, allowing us to apply the min-max theorem, which states that eq. (36) is
maximized for the eigenstate corresponding to the largest eigenvalue. Due to
the signal being prone to noise for waves which avoid the target, it can be
beneficial to exclude waves with [¢®]T(Fg + F)c™ < ¢ for some cutoff €. This
can be achieved by applying an orthogonal projection on both sides of the FI
matrices Fr, Fg.

S.5 FI of a weak detector in the near field

In this section, we consider a weak detector, which measures the field at any
given location (even inside of the system). For this, we consider the ionization
process of an atom, where the FI stored in the electromagnetic field is trans-
ferred to the ionization process of the atom. With the source of the noise being
the quantum nature of our system, we need to view the interaction between the
atom and the field from a quantum mechanical perspective. If the electromag-
netic field is not too weak, then the system can be described semi-classically
and over long enough time scales we can further use the rotating wave approx-
imation to describe the ionization process of an electron. We start with an
atom with a bounded electron with the corresponding ground state energy Fj
at time ¢y getting ionized toward the continuum energy E = Ey+ hw due to a
quasi-monochromatic field at frequency w. The probability p that a transition
has taken place during the time interval At is given to first order in time by
(valid for p <« 1) [6]

UgT
~ 2ng——At
p Mo hiw ’ (37)

for the detection efficiency 7y of the atom and the transverse electric energy
density ugr = eg|EL|?/4. Tt is important to note that the atom’s dipole only
interacts with the transverse part of the electric field. This is encapsulated in
the electric dipole Hamiltonian, which only contains the transverse part of the
magnetic vector potential, guaranteeing gauge invariance [6]. Furthermore, the
detection efficiency has a dependence on the polarization of the light relative
to the orientation of the dipole. In order to average out this degree of freedom,
we now consider a system made up of N atoms located in the immediate
vicinity of the location 7y with random orientations. For each atom ¢ the
ionization probability within a time interval [0, At] can be described by a
Bernoulli distribution with respective probability p;. We denote the ionization
probability averaged over all atoms by p. We can now see that the rate of
energy transfer AFE from the electromagnetic field toward the electrons is

15
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proportional to the transverse electric energy density ugr,
AFE = Nphw =~ 2Nnugr At, (38)

where 7 represents the averaged detection efficiency.

In order to derive the corresponding transfer of FI in this process, we
assume that the ionization events of the individual atoms are independent of
each other. Thus, we can make use of Le Cam’s theorem for p? < N~!, which
tells us that we can approximate the number of measured photo-electrons
within the time interval At by a Poisson distribution P(Np) [7]. With this we
can write for the FI contained in the ionization process in a given time interval

[0, At],

=12
OPE o Ny, A, (30)

Fe(0) =~

where the FI density in the transverse electric field is given by ull, =
(hw)~Leg|Op EL|2. The inequality is due to Cauchy-Schwartz, where equality
is saturated in the case where all the changes of the field with 6 are contained
within the amplitude of the field (and not in the phase) and are thus visible
in the ionization rate (i.e., 9 EL = AEL with a real scalar \). The right side
also corresponds to the limit that can be achieved if we measure the ioniza-
tion process of each atom independently. This shows that measuring the total
count of photo-electrons is sufficient to access the overall FI from the individual
ionization processes.

Overall, eq. (39) shows that extraction of FI out of the field is governed
by the transverse electric field part of the FI density in the same way as the
transverse electric field part of the energy density determines the transfer of
energy toward the electrons. This result corroborates the notion that the FI
density introduced here is, indeed, a measure of the local FI content of the

electromagnetic field.

S.6 FI density in close proximity to matter

Matter and charged particles produce longitudinal electric fields in their sur-
roundings. Take for example a charged particle, which creates a longitudinal
electric field )

L q .

E" = Tres il (40)
where 7 is the unit vector in the direction of r. While the electric field strength
decays quadratically with distance, | EL| oc 7=2, the FI density corresponding
to the particle position decays much more strongly: uFEIL o |9 EL|? oc r76.
This can even be extended to more complex systems made up of matter
described by a current j and a charge density p. More specifically, for the
longitudinal part of the electric field we can rewrite the Ampere-Maxwell

equation,

0O B = -, (41)
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where the longitudinal current j% can be written as [8],

g’ t)d3r’. (42)

) 1 1-3RTR
e - [1omn

1

—j(r,t)+ —P

AR e R3
Here P refers to the Cauchy principal value (with spherical contraction) and
R = r — r'. Importantly, this means that the longitudinal current 9pj% is
localized near the matter, giving us the following scaling in the distance 7 to
the closest part of matter:

Beg" (r,t) = O(F ). (43)
Plugging this into eq. (41) provides us with the scaling for the FI density
uglﬁ x |0 EL]? = O(775). (44)

This shows that in the semi-classical case the FI that can be extracted out of
the system by the described photodetectors is locally given by the transverse
electric part of the FI density except in areas in very close proximity to matter.
On the other hand, even in these areas the FI density sets an upper bound to
the extractable FI and accounts for the FI that is temporarily stored inside
the longitudinal components of the electric field (e.g. in the polarization of the
matter, in the longitudinal components at the given frequency, etc.).

S.7 Optimality of the FI density

In sections S.1 and S.2 we have shown that the total amount of FI that can be
extracted in the far field with photodetectors is given by the FI density. Here
we will see that the integrated FI density not only represents a limit for pho-
todetectors, but for any measurement device (not in close proximity to matter),
extending previous results [3], which showed that the Quantum Fisher infor-
mation (QFT) Z leaving the system can be reached using only photodetectors.
To this end, we consider the QFT of a quasi-monochromatic coherent photon
state, which corresponds to the maximum amount of FI that can be extracted
out of a state with any measurement scheme. With the calculation of the QFI
requiring a quantum description of the system, we need to quantize the elec-
tromagnetic field. The starting point is to consider a free electromagnetic field,
which displays the behaviour of the QFI in regions sufficiently distant from
matter. We show that the spatially integrated FI density yields the QFI of
the system. Finally, we derive the same result when adding macroscopic mat-
ter and neglecting the interaction of the detector with the field and using the
rotating wave approximation.

17
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S.7.1 QFI of the Free Electromagnetic Field

The Hamiltonian for a free transversal electromagnetic field is given by

1 - A 1
Hom = 5 /GO(ET)2 +pp B2 dr = /hw(k) (a;ak + 2) dk  (45)

with the transverse field operators ET and B and the photon annihilation
operators ax in the representation of the wave vectors k, where we omitted the
polarization index for simpler notation. As a first step, we consider a system
made up of electromagnetic waves in vacuum and calculate the QFI contained
in the state of the system. In order to connect the QFI with the FI density,
we introduce the operator

K = /EO(EAT)’(EATW + ug'B~ Bt dr, (46)

where (ET)*/(ET)~ corresponds to the positive/negative frequency part of
the transverse part of the electric field operator and correspondingly for B.
Using the quantization of the electromagnetic field from eq. (45), we thus get

K= / hw(k)ab as, dk. (47)

For a coherent quasi-monochromatic state with frequency w given by the
amplitude o we thus get

N 1 _
(@lkla) = ; [ @lBLP + g |BuPdr = ho [lanfak, a9

where we used (ET)* |a) = 271 ETe ! |a) for coherent states and an equiv-
alent relation for the B field operator. If we now insert instead the coherent
state given by the amplitude Jypax into the relation then we get

1
Z/eo|a@E§|2w;1|a@13w|2@1rzm/@ak\?dk. (49)

To see this, we note that the quantization of the electromagnetic field does
not depend on @ and thus the corresponding field solutions Ej, with (ET)+ =
f FEyay dk also do not depend on 6. This implies that the 6 dependence is only
contained inside the complex amplitude cx.

Finally, we can connect the QFI for coherent states, given by Z =
4 [ |0pag|* dk and by using eq. (49), to the integrated FI density

1
0)= - /eo\agEfﬁ 1Y 0e B |2 dr. (50)



Continuity Equation for the Flow of Fisher Information in Wave Scattering

This shows that the integrated FI density yields the QFT at each point in time,
justifying the definition of the FI density.

S.7.2 QFI in the Presence of Matter

The situation gets more complicated in a system with matter that interacts
with the electromagnetic field. While the QFI constitutes the maximum FI
that any measurement device can measure on a given state, in reality all mea-
surement devices are also part of the physical world and thus perturb the
system. While in the far field this can be neglected, in areas where the mea-
surement device couples to the FI sources (i.e., in close proximity to the FI
sources), we can expect a deviation from our theory. A recent study [9] has
even suggested that this can be used to amplify the QFT for detectors in close
proximity of the target.

This discussion shows some similarities to the Abraham-Minkowski debate
[10, 11] about how the momentum inside a macroscopic medium can be sep-
arated into parts associated with the field and the matter. One of the central
insights in this debate has been that, depending on the experimental setup, dif-
ferent definitions of the field momentum have to be used. In our case, depending
on the working principle of the detector, different subsystems of the full quan-
tum state are measured (due to differences in the matter-detector coupling),
resulting in differences in the QFT.

On the other hand, if we neglect this coupling and assume that the quanta
of the free field Hamiltonian get measured, then we can again connect the
FI density and the QFI. To see this connection, we take the Hamiltonian
describing the full matter-field system [12]

ﬁ = ﬁem + I_:rmat + I;[int . (51)
Here ﬁcm corresponds to the Hamiltonian of the free field, the contribution of

the dressed matter part is given by the dressed matter operator B (k,v) (not
to be confused with the magnetic field operator) such that

Hipar = / / hwB (k,v)B(k,v)dvdk, (52)
0
and the interaction takes on the following form
Hie = // he (k) B (kyv)(a +al ) dvdk +He..  (53)
0

Here, £(k,v) describes the strength of interaction between the free field and
the dressed matter [12]. We now apply the rotating wave approximation on
the interaction term

(o]
ARWA _ / / he(k, v) Bt (k, v)ax dv dk + Hee. | (54)
0
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to guarantee that a system starting in a coherent state stays coherent. This
directly allows us to transfer the proof from the free fields (see Sec. S.7.1)
to the light-matter system. Overall, this shows that the FI density in the
transversal part of the fields ugpa 7 = %60|8@E§|2 + u51|89Bw|2 determines
the QFT content of the photons. If we now add the components stored inside
the polarization and magnetization of the matter (see Sec. S.2.1) and in the
longitudinal components of the electric field, then we arrive at the FI density
given in the main text.
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