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Nanophotonics offers a promising range of applications span-
ning from the development of efficient solar cells to quantum
communications and biosensing. However, the ability to
efficiently couple fluorescent emitters with nanostructured
materials requires one to probe light–matter interactions at
a subwavelength resolution, which remains experimentally
challenging.Here, we introduce an approach to perform super-
resolved fluorescence lifetime measurements on samples that
are densely labeled with photo-activatable fluorescent mole-
cules. The simultaneous measurement of the position and
the decay rate of the molecules provides direct access to the
local density of states (LDOS) at the nanoscale.We experimen-
tally demonstrate the performance of the technique by study-
ing the LDOS variations induced in the near field of a silver
nanowire, and we show via a Cramér–Rao analysis that the
proposed experimental setup enables a single-molecule locali-
zation precision of 6 nm. © 2019 Optical Society of America
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Single fluorescent emitters constitute excellent probes to access
the evanescent near field of a nanostructure with far-field mea-
surements. Indeed, the advent of super-resolution microscopy
in the field of biophotonics has uncapped an unprecedented detail
of observation of subcellular structures, revealing structural fea-
tures of tens of nanometers [1–3], 1 order of magnitude below
the resolution limit imposed by the diffraction of light. While
the main super-resolution approaches are based on fluorescence
intensity measurements, there exists a strong interest in develop-
ing techniques capable of probing lifetime variations at the nano-
scale by associating fluorescence lifetime imaging microscopy
(FLIM) with subwavelength spatial information. The far-reaching
potential of fluorescence lifetime imaging with nanometer reso-
lution is straightforward not only for biological studies [4,5] but
also for nanophotonics applications [6,7], as the lifetime of fluo-
rescent emitters is inversely proportional to the local density of
states (LDOS) [8].

In the last few years, different experimental approaches have
been proposed to achieve lifetime measurements at the nanoscale.

Super-resolution lifetime imaging was first demonstrated in com-
bination with stimulated emission-depletion (STED) microscopy
[9], mostly used for biological applications, and more recently by
making use of scanning-probe microscopy to characterize the re-
sponse of nanostructured plasmonic [10–14] or dielectric [15]
materials to light. Despite the contribution of these methods
to nanoscale imaging, a wide-field scheme, rather than a scanning
approach, is essential in order to study dynamic phenomena
and to reach molecular resolution. Several groups have recently
proposed wide-field approaches to obtain super-resolved LDOS
measurements. The association of wide-field localization with a
scanning scheme was used to probe lifetime variations induced
by periodic structures [16]. Elegant techniques (although arduous
to master) were implemented to measure the lifetime of single
quantum dots positioned with microfluidic flow control [17,18]
or using surface-bound motor proteins [19], allowing one to
image LDOS variations induced by plasmonic nanostructures.
Other methods based on point accumulation for imaging in
nanoscale topography (PAINT) [20,21] and photo-activated
localization microscopy (PALM) [22] need numerical simulations
to estimate the LDOS from intensity-based measurements.

In this Letter, we introduce a novel approach that overpasses
these limitations and combines lifetime and super-resolved spatial
information based on stochastic optical reconstruction micros-
copy (STORM) [3], a stochastic imaging technique widely used
in biological imaging [23]. This method allows us to map the
lifetime τ of stochastically photo-activated single molecules in
close vicinity of a densely labeled nanostructure. It can be readily
implemented with a standard microscope and can be applied to
biological samples or artificially fabricated nanostructures, either
dielectric, metallic, or hybrid metallo/dielectric. Here, we demon-
strate the performance of the technique by mapping the LDOS
variations induced by a silver nanowire on single molecules
located a few nanometers apart. Plasmonic nanowires are an ideal
playground to demonstrate the ability of a super-resolved tech-
nique to measure light–matter interactions on the nanometer
range. They induce strong variations of the lifetime of nearby
emitters on the nanometer scale, highlighting the large dynamic
range in terms of lifetime modification explorable with our tech-
nique. Moreover, due to their geometric simplicity, they enable
handleable theoretical studies easily comparable to experimental
results.
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The sample consists of silver nanowires on a glass coverslip,
wholly covered with photo-activatable fluorescent molecules,
and is illuminated in a wide field with a pulsed laser through
an oil immersion objective mounted on an inverted microscope.
The studied nanowires have a diameter of ∼115 nm and a length
of several tens of micronmeters. Their large longitudinal dimen-
sion ensures that they weakly radiate to the far field, and therefore
strongly limits the shift in the apparent position of the emitters that
has been observed for resonant nanostructures [18,20,24]. The
specificity of our method relies on the simultaneous detection
of fluorescence photons, through the same microscope objective
as the one used for the excitation, on an electron-multiplying
charge-coupled device (EM-CCD) camera for super-localization
and on a single-photon avalanche diode (SPAD) coupled to a
time-correlated single-photon counting (TCSPC) system for
lifetime measurements (see Section 1 of Supplement 1). The
EM-CCD camera records wide-field images of the sample with
a field of view of tens of micrometers on the sample plane. In con-
trast, the SPAD, which is a single-channel detector, is conjugated
with the center of the camera image via a 50 μm confocal pinhole
and covers an area on the sample plane of ∼1 μm2. By setting the
excitation and photo-activation laser power so that no more than
one molecule is active at a given time on the area conjugated to the
SPAD, the decay rate Γ � 1∕τ can be properly estimated for each
individual molecule and can be associated to its position.

This approach is illustrated in Fig. 1. A single fluorescent mol-
ecule is identified on a sequence of wide-field images [Fig. 1(a)],
and the position of this molecule is estimated by fitting a
two-dimensional Gaussian function to the measured point
spread function [Fig. 1(b)]. At the same time, the detection of

a fluorescent molecule appears as a burst on the signal of the
SPAD time trace [Fig. 1(c)]. For each SPAD burst, we build
the associated decay histogram with a time resolution of 16 ps
[Figs. 1(d) and 1(e)]. To estimate the decay rate, the convolution
of the instrument response function (IRF) and a decreasing
mono-exponential function is fitted to the decay histogram.
Based on the time correlation between the events detected by
the camera and the SPAD (see Section 2 of Supplement 1),
we can associate position and decay rate for a large number of
photo-activated molecules detected in a single experiment and
obtain the super-resolved decay rate map shown in Fig. 1(f ).
This map is reconstructed from simultaneous position and decay
rate measurements of 3119 molecules located in a sample region
of 1 μm2 containing one silver nanowire. The typical localization
precision, calculated via a Cramér–Rao lower bound analysis as
explained below, is of the order of 6 nm. Spatial variations of
the decay rate are observed well below the diffraction limit, dem-
onstrating the ability of the technique to obtain super-resolved
LDOS images in a wide-field optical configuration.

A unique insight as allowed by this new approach is revealed by
the study of the density of detected molecules along the center of
the nanowire axis (see Section 3 of Supplement 1). Figure 2(a)
shows that, on average, twice as many molecules are detected
for a distance to the nanowire axis d � �50 nm than for
d � 0 nm. Indeed, the interaction between the excitation field
and the nanowire results in a non-uniform excitation intensity
distribution, as shown in Fig. 2(b) by finite difference time-
domain (FDTD) simulations (see Section 4 of Supplement 1).
A local enhancement of the excitation intensity is observed on
the sides of the nanowire, with a lateral extension of about
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Fig. 1. Super-resolved LDOS mapping of a silver nanowire. (a) The EM-CCD camera acquires 31 frames per second, with an exposure time of 30 ms
per frame and a field of view of tens of micrometers. A single fluorescent molecule is detected on the third frame of the sequence shown here. An image
cropped around the molecule is shown here for the sake of simplicity. (b) The position of the molecule is estimated by fitting a two-dimensional Gaussian
function to the measured point spread function (PSF). The PSF covers an area of∼9 pixels (pixel size = 160 nm). (c) At the same time, the SPAD detects a
fluorescence burst from this molecule. (d) Short laser pulses were used to excite this molecule. For each photon detected during the fluorescence burst, the
time difference between excitation and emission can be determined with picosecond precision. (e) These photons are used to construct a decay histogram.
The convolution of the IRF and a decreasing mono-exponential function is then fitted to this histogram in order to estimate the fluorescence decay rate of
the molecule. The IRF is shown in orange. (f ) Reconstructed decay rate map. Each dot represents the position of a detected molecule, and its diameter is
fixed at 15 nm, which is the typical full width at half-maximum (FWHM) of the probability density function followed by the position estimates. If several
molecules are detected within the same area, we show their average decay rate on the map.
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20 nm, as well as an extinction of the excitation intensity on the
top of the wire. Therefore, the molecules located in the higher
excitation intensity regions have a larger probability to be
detected, supporting the observed variations of the density of
detected molecules. Furthermore, the image is formed by a two-
dimensional projection of fluorescent events around a cylindrical
nano-object. This also affects the apparent density of detected
molecules.

In order to get a deeper insight into the observed decay rate
variations, we further studied the dependence of the decay rate on
the distance d to the nanowire axis [Fig. 2(c)]. Molecules detected
far from the nanowire axis (d > 200 nm) show an average value
of the decay rate of 0.68 ns−1 with a standard deviation of
0.17 ns−1. In contrast, the decay rate is higher than 10 ns−1

for many molecules detected at distances d < 60 nm from the
nanowire axis. This leads to a decay rate enhancement of a factor
15, only limited by the IRF of the setup (see Section 5 of
Supplement 1). This measurement confirms that molecules with
the largest decay rates are those attached to the nanowire or in its
closest vicinity. We further numerically simulated the enhance-
ment of the decay rate induced by the presence of the nanowire
for three orthogonal dipole moment orientations [Fig. 2(d)].
Experimental and numerical results are in good qualitative agree-
ment, supporting the validity of the experimental technique.
Different dipole moment orientations can explain the lifetime
dispersion observed in the vicinity of the nanowire.

The performance of the proposed method ultimately relies
on the precision at which we can estimate both the position
and the decay rate of the detected single fluorophores. We can
assess a lower bound on these parameters by calculating the

Cramér–Rao lower bound [25] on the standard error of the posi-
tion and lifetime estimators, respectively noted σx,y and σΓ (see
Sections 6 and 7 of Supplement 1). Such analysis is standard in
localization microscopy to assess the localization precision
[26,27]. Figure 3(a) shows the dependence of σx,y upon the num-
ber of fluorescence photons detected by the EM-CCD camera.
The fundamental limit (red curve) is set by the shot noise and
the finite pixel size as sources of error on the measurement.
The instrumental limit (green curve) also accounts for the readout
noise of the camera and the noise introduced by the electron
multiplying process. The actual limit of our experiment (blue
curve) is calculated by considering additional sources of noise
such as substrate luminescence. The number of fluorescence
photons experimentally detected by the camera from each mol-
ecule ranges from 150 to more than 104 fluorescence photons
with a median value of 1228 photons [Fig. 3(a), bottom].
With this value, the Cramér–Rao bound for position estimations
is 6 nm.

A similar analysis can also be performed for lifetime estima-
tions [28,29]. The fundamental limit on the relative standard
error of decay rate estimators σΓ∕Γ is simply given by 1∕

ffiffiffiffiffi

N
p

,
whereN is the number of detected photons [Fig. 3(b), red curve].
We calculated the Cramér–Rao bound for Γ � 0.7 ns−1 (mole-
cules on glass) and Γ � 7 ns−1 (molecules close to the nanowire),
which corresponds to a lifetime of 140 ps, comparable to the
FWHM of the IRF (240 ps). As expected, σΓ∕Γ deviates from
the fundamental limit when the number of measured fluorescence
photons is smaller than 1000 due to the influence of background
noise. In the experiment, the median value of detected photons is
367 photons [Fig. 3(b), bottom]. For this value, σΓ∕Γ ranges
from 8% to 10% depending on the value of Γ.

The Cramér–Rao analysis thus demonstrates that the proposed
experimental setup enables state-of-the-art measurements of
light–matter interactions with a localization precision of 6 nm
together with a relative error of 10% for lifetime estimations.
Future prospects will include accessing the axial position of
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Fig. 2. (a) Number of detected molecules as a function of the distance
to the nanowire axis. (b) Time-averaged intensity of the excitation field in
the vicinity of the silver nanowire calculated from the results of a FDTD
simulation. On these figures, dashed lines represent the estimated posi-
tion of the nanowire edges. (c) Distribution of decay rate versus distance
to the wire axis. The highest decay rate that can be measured, limited by
the IRF of the setup, is 10 ns−1. (d) Decay rate enhancement as a func-
tion of the distance to the nanowire for the three orientations of the di-
pole moment. The inset shows a cross section of the system numerically
studied.
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position estimates as a function of the number of fluorescence photons
detected by the camera. Bottom, distribution of the number of fluores-
cence photons detected by the camera from the single molecules.
(b) Top, Cramér–Rao bound on the standard error on the decay rate
estimates as a function of the number of fluorescence photons detected
by the SPAD. Bottom, distribution of the number of fluorescence pho-
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the detected molecules with the implementation of three-
dimensional localization methods [30–33]. The technique can
notably be adapted to perform three-dimensional imaging using
metal-induced energy transfer, as suggested by a recent article
reporting three-dimensional localization for sparsely distributed
single molecules [34]. Additionally, by taking advantage of SPAD
arrays constituted of several independent channels [35], a field of
view of tens of micrometers in the sample plane could be reached,
opening a wide range of interesting opportunities for imaging and
sensing applications. The acquisition time could also be reduced
by actively optimizing the number of molecules simultaneously
photo-activated on the region conjugated to the SPAD. Multiple
simultaneous detections could be treated with an improved
detection, fitting, and reconstruction algorithm.

The readiness of the technique to be implemented with a stan-
dard microscope suggests a great potential to rapidly expand into a
wide variety of applications ranging from nanophotonics and plas-
monics to biophotonics. Topical applications in nanophotonics
include the direct characterization of samples presenting rich
LDOS patterns and strongly confined electromagnetic fields, with
concrete perspectives for the study of light localization in strongly
scattering media [36,37]. The technique is not constrained to the
fluorophores used in the present realization, but can be extended
to photo-activatable fluorophores of different wavelengths and to
DNA-PAINT for an a priori knowledge of the fluorophore posi-
tion. Thanks to these extensions, it will be possible to characterize
the resonant and non-resonant behavior of a nanostructure and to
tackle the mislocalization of resonant fluorophores with fluores-
cence lifetime measurements. In the field of biophotonics, wide-
field FLIM images with nanometer resolution will allow us to
probe local dynamic phenomena in living cells. We also foresee
that, by associating our approach with techniques based on
Förster resonance energy transfer (FRET), in cellulo nanoscale
imaging of molecule–molecule interactions will soon become
within reach.
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